
Nitin Sawhney

Critical AI & Crisis Interrogatives
CRAI-CIS Research Group

Department of 
Computer Science

Pioneer Center for AI
University of Copenhagen

September 29, 2023

nitin.sawhney@aalto.fi
http://crai-cis.aalto.fi

Transdisciplinary approaches towards 
Inclusive, Trustworthy & Responsible AI



Published in 2002



“Today there are hundreds of disciplines. How can a 

theoretical particle physicist truly dialogue with a 

neurophysiologist, a mathematician with a poet, a biologist 

with an economist, a politician with a computer programmer, 

beyond mouthing more or less trivial generalities? 

Yet, a true decision-maker must be able to dialogue with all of 

them at once. Disciplinary language is an apparently 

insurmountable barrier for a neophyte, and each of us is a 

neophyte in some area. Is a modern tower of Babel inevitable?”

- Basarab Nicolescu, Manifesto of Transdisciplinarity (2002) 



“Perhaps a Pico della Mirandola in our time could be conceivable if 

he took the form of a supercomputer into which one could load all 

the known data which has been generated by all existing disciplines. 

This supercomputer would be capable of knowing everything while 

understanding nothing. Its user would be no better off than the 

supercomputer itself. The user would have immediate access to any 

results from any discipline, but would be incapable of understanding 

their meanings, still less of making connections between the results 

of different disciplines.”

- Basarab Nicolescu, Manifesto of Transdisciplinarity (2002) 

Giovanni Pico della Mirandola

Renaissance humanism

(1463 – 1494)



Jensenius, A.R. (2012). Disciplinarities: intra, cross, multi, inter, trans”, 
Available at: www.arj.no/.2012/03/12/disciplinarities-2 

Pathways to Transdisciplinarity



INTRADISCIPLINARY — WITHIN

Latin intra: “within, inside, on the inside” — working within the 

frame of a single, recognized discipline. 



MULTIDISCIPLINARY — ADD, MULTIPLY

Latin multus: “much, many” — looking at one problem by adding multiple 

perspectives and disciplines to the mix. 

In this process, a root discipline may involve other disciplines to solve a 

problem. Participants exchange knowledge and compare results, but stop 

short of integrating them. 

The disciplines maintain their distinctiveness and the results remain grounded 

in the framework of the root discipline.



CROSSDISCIPLINARY — INTERSECT, TRANSFER

Latin crux: “intersecting, lying athwart each other” — intersecting knowledge 

from two or more disciplines, viewing one discipline from another perspective. 

Researchers collaborate with the goal of transferring knowledge from one 

discipline to another. 

Understanding the complex dynamics of environmental problems in a 

socioecological context is a typical cross-disciplinary approach.



INTERDISCIPLINARY — INTEGRATE, SYSTHESISE

Latin inter: “among, between, betwixt, in the midst” — integrating knowledge 

and methods from different disciplines using a synthesis of approaches. 

Interdisciplinary concerns collaborations between contrasting academic 

disciplines or research methods for new applications, new analyses, or the 

creation of entirely new disciplines. 

For example, interdisciplinary research on information systems and 

biomedical research has given rise to the field of bioinformatics.



Latin trans: “across, over, beyond” — emergence of a new 

discipline transcending the boundaries of disciplinary perspective. 

Transdisciplinarity combines interdisciplinarity with a participatory approach.

The research paradigms involve non-academic participants as (equal) participants 

in the process for a common goal — towards a transformational condition in 

society (not necessarily a solution).

Culmination of interdisciplinary efforts, relating all disciplines into a coherent whole.

TRANSDISCIPLINARY — TRANSCEND, WHOLE





“transdisciplinarity concerns that which is at once between the 

disciplines, across the different disciplines, and beyond all discipline. 

Its goal is the understanding of the present world , of which one of the 

imperatives is the unity of knowledge.” …

“Disciplinarity, multidisciplinarity, interdisciplinarity and 

transdisciplinarity are like four arrows shot from but a single bow: 

knowledge .

As in the case of disciplinarity, transdisciplinary research is not 

antagonistic but complementary to multidisciplinarity and 

interdisciplinarity research.”

- Basarab Nicolescu, Manifesto of Transdisciplinarity (2002) 



Jensenius, A.R. (2012). Disciplinarities: intra, cross, multi, inter, trans”, 
Available at: www.arj.no/.2012/03/12/disciplinarities-2 

Developing a Transdisciplinary Orientation or Practice?



Do we need transdisciplinary approaches towards 

Inclusive, Trustworthy & Responsible AI?

______________

How can researchers across disciplines from

machine learning, human-centered design, 

linguistics, law, and sociology collaborate at the

intersections of AI and society? 



https://fcai.fi





Finnish Center for Artificial Intelligence (FCAI)

fcai.fi/research



Department of Computer Science

https://www.aalto.fi/en/department-of-computer-science







crai-cis.aalto.fi



Projects



People



Can Algorithms 
be Biased, Fair 
or Racist?

Fostering Inclusive 
Trustworthy and 
Responsible AI in 
the Public Sector

Piloting AI 
Regulatory 
Sandboxes 
in Finland



Afghan refugees arrive at Dulles International Airport on Aug. 27, 2021, after being 
evacuated from Kabul following the Taliban takeover of Afghanistan. 

Olivier Douliery/AFP via Getty Images

Coping with 
Humanitarian 
Crises

Public Sector & 
Civil Society on 
the Frontlines!



A crisis translator specializing in Afghan 
languages, Mirkhail was working with a Pashto-
speaking refugee who had fled Afghanistan. 
A U.S. court had denied the refugee’s asylum 
bid because her written application didn’t 
match the story told in the initial interviews.



The challenge of “low-resource” languages 
like Pashto and increasing use of machine 
translations in immigration services!

Lost in Translation: 
Algorithmic Discrimination



Amnesty International News 



ASYLUM, INTEGRATION, AND 
THE POLITICS OF DIFFERENTIATION

IN THE 2023 GOVERNMENT PROGRAMME

Photo credit: © Lauri Heikkinen, Prime Minister's Office

Erna Bodström, DSSc, Swedish 
School of Social Science

University of Helsinki
25 Aug 2023

“Racist Algorithms” would (should) never 
happen in Finland!



“In a statement, the association said that the proposal 
goes against a doctor's duty-of-care as well as the 
medical profession's code of ethics.” August 30, 2023

Dystopian Digital Futures: 
Automated Denial of Medical 
Services in the Future?

Rethinking “Algorithms” as a political & 
social-technical system (not just code)!



Way Forward? 
Fostering Inclusive 
Trustworthy and 
Responsible AI in 
the Public Sector



trustmproject.aalto.fi

https://trustmproject.aalto.fi/


Track #2
Reconceptualizing 

trust in public 
services

Track #3
Legal, ethical, 

policy 
considerations

Track #4
Participatory 

socio-technical 
design of services

Track #5
Developing 

conversational 
systems

Track #1 
Project management and coordination

Track #6
Interaction, piloting, impact assessment



Enhancing Conversations in Migrant Counseling
Services: Designing for Trustworthy Human-AI 
Collaboration 
- Lucy Truong, Thesis Research (2023)

Participatory Research & Collaborative Design

Bhuvana Sekar, Aalto University and Irena Bakic, City of Espoo

Rahim Ahsanullah and Lucy Truong, Aalto University



Preliminary 
framework for 
concepts of 
Trust by 
Avanti Chajed



Civic Agency in AI: Democratizing Algorithmic Services in the  Public Sector 

Photo Credit: Matti Ahlgren / Aalto University

Ana Paula Gonzalez Torres, Antti Rannisto, Nitin Sawhney, Kaisla Kajava & Karolina Drobotowicz

Supported by Kone Foundation & Research Council of Finland (2022 – 2027)



USE OF AI-BASED SYSTEMS IN THE PUBLIC SECTOR

- Need for tools, platforms and practices that facilitate experimentation with AI-based systems.

- Ensuring technologically innovative, ethically responsible, and legally compliant systems.

Opportunities 
(Barker et al., 2021; Manzoni et al., 2022)

Challenges 
(Pechtor & Basl, 2022; Pūraitė et al., 2020)

• Support context-specific public values:
o Operational 
o Political 
o Social

• Foster citizen trust & participation
• Improve efficiency & decision making 
• Provide innovative digital services 
• Personalisation of public services

• The rule of law 
• Complex ecosystem, multi-stakeholders 

involved throughout the AI lifecycle 
• Different values and incentives
• Balancing benefits & risks of AI-based systems
• Demonstrate innovation over short time 
• Public administration bodies work in silos 





AI Act proposed by European 
Commission



Kaisla Kajava
Doctoral Researcher
Computational Linguistics



Kaisla Kajava
Doctoral Researcher
Computational Linguistics





RESPONSIBLE AI IN THE PUBLIC SECTOR? 

1. Understanding the challenges of innovations in public sector AI from 
ethical and regulatory compliance to fostering experimentation.

2. Facilitating participation of diverse stakeholders throughout the AI
lifecycle of designing, deploying, and assessing public sector AI services.

3. Aligning the values and practices of Finnish public sector 
organisations with how AI-based services are envisioned & deployed. 

4. Piloting AI Regulatory Sandboxes to explore novel AI services, 
facilitating technological innovation with regulatory compliance. 



AI REGISTRIES: CITY OF HELSINKI

• Rule-based chatbots & information services 
developed for residents of Helsinki.  Aims:

o Leverage advanced analytics such as ML, dynamic 
optimisation, and predictive models to improve 
city operations and use of public resources.

o Adoption of AI-based services according to 
participatory approaches that fosters trust, 
accountability and human oversight. 

• Incorporate high-level (abstract) ethical AI 
principles into innovation strategies but cannot 
easily translating them into concrete measures.

• AI Registries document different aspects of AI 
services but lack dynamic versioning (what), 
auditability (where), & chain of accountability (who).

City of Helsinki AI Register – setup by Saidot.ai 



AI REGULATORY 
SANDBOXES

EXPERIMENTING WITH 
AI INNOVATIONS IN 
THE PUBLIC SECTOR



WHY AI REGULATORY SANDBOXES?

• In high-risk domains (e.g., financial sector), regulatory sandboxes used to 
explore possibilities and implications of algorithmic systems before wider 
deployment (Manzoni et al., 2022).

• Allow for experimentation and critical exploration of both technical and 
regulatory implications of AI systems with diverse stakeholders.

• The proposed AI Act in title V, ‘measures in support of innovation’, establishes 
sandboxes.  

‘[A] controlled environment that facilitates the development, testing and validation of 
innovative AI systems for a limited time before their placement on the market or 
putting into service pursuant to a specific plan.’ Article 53(1). 

• However, EC Proposal article 52(4) indicates that participants in AI regulatory 
sandboxes would remain liable for any harm inflicted on third parties as a 
result of experimentation in the sandbox environment.

Ana Paula Gonzalez Torres
Doctoral Researcher
Law, Policy & Technology



AI LIFECYCLE APPROACH

• Challenges of adopting and deploying AI-based solutions require 
engaging responsible & ethical practices with multiple 
stakeholders involved across the entire AI lifecycle 
(De Silva & Alahkoon, 2021).

• Public sector’s organizational logic is based on hierarchy and 
verticality (Pūraitė et al., 2020), while AI lifecycle approach 
benefits from horizontal embedding of roles and responsible 
actions from multiple stakeholders across different stages. 

• Regulatory compliance should be embedded in different stages 
of design, use of data, development, deployment, maintenance and 
retirement of AI systems. 



Ethical considerations through lifecycle stages: 
1. Design: why an AI-based approach?

2. Training: are the datasets biased?
3. Development: how outcomes are validated?

4. Deployment: what harmful impacts may 
emerge?

5. Maintenance: are there discriminatory 
feedback loops?

6. Retirement: what happens if system recalled?

Complying with ethical & regulatory measures during lifecycle:
• Training, testing, and evaluating AI systems with quality data 
• Human oversight to prevent or minimise risks 
• Mechanisms to address unintended feedback loops constant 

monitoring through the lifecycle 
• Withdrawal or recall of non-compliant high-risk AI systems 

STAGES OF THE AI LIFECYCLE



INTEGRATIVE FRAMEWORKS: 
FROM MLOPS TO REGOPS

• Machine operations (MLOps) address need for agile and dynamic tools to support technical 
and responsible adoption of AI-based services across their lifecycle (Pechtor & Basl, 2022).

o Software framework to support continuous monitoring, versioning, enhanced transparency, 
auditing & improved usability of resulting AI systems (Ranawana & Kuranananda, 2021). 

o Useful for environments with constantly changing needs (like regulatory sandboxes), but 
automation can pose obstacles to compliance from constant requests by regulatory bodies. 

• Regulatory Operations (RegOps) designed to support regulatory processes e.g., for 
certification of medical devices and AI-based medical systems.

• Continuous monitoring and flagging of events that can trigger interventions from 
multiple providers of different aspects of an AI-based system.

• Facilitate responsible AI lifecycle approach to allow tracing of impact and liability



MULTI-STAKEHOLDER AI REGULATORY SANDBOX 
IMPLEMENTING MLOPS



PILOTING AI REGULATORY  
SANDBOXES IN FINLAND?

Conduct pilots with Finnish Public 
Sector organizations using AI Regulatory 
Sandboxes and integrative frameworks

Engage with multiple stakeholders:

• Regulators, public administration, 
infrastructure providers, developers, 
auditing/compliance facilitators

Expected outcomes:

• Provide the space for interactions and 
mutual collaboration though AI lifecycle

• Examine the limits and possibilities of 
legislation and technological innovation 
for public sector AI

High-Risk AI 
Pilot Projects



COLLABORATING WITH 
INDUSTRY PARTNERS

https://www.saidot.ai
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for AI & Society?



Trangressing Disciplines
Through Critical Pedagogy

Designing 
Trustworthy AI 
Systems & Practices

Designing Voice & 
Auditory Interaction

2022 2023

Critical AI & Data 
Justice in Society

2021



CRAI-CIS 
Public Seminars

Interdisciplinary
Dialogues

https://www.aalto.fi/events/crai-cis-seminar



CRAI-CIS Public Seminars 
Hosting Visiting Researchers to Foster Collaborations

Stanford Institute for Human-Centered Artificial Intelligence (HAI)

https://hai.stanford.edu



https://fcai.fi/calendar/2023/ellis-distinguished-lecture-belongie


